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This paper evaluates the impact of major natural resource discoveries since 1950 on GDP per capita. Using panel
fixed-effects estimation and resource discoveries in countries that were not previously resource-rich as a plausi-
bly exogenous source of variation, I find a positive effect on GDP per capita levels following resource exploitation
that persists in the long term. Results vary significantly between OECD and non-OECD treatment countries,
with effects concentrated within the non-OECD group. I further test GDP effects with synthetic control analysis
on each individual treated country, yielding results consistent with the average effects found with the fixed-
effects model.
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1. Introduction

Following the seminal work of Sachs and Warner (1995), a large
literature has developed analyzing the existence and causes of the
“resource curse”, the counter-intuitive finding that countries rich in
natural resources tend to experience slower growth. Much of this lit-
erature has attempted to identify the market or institutional failures
that might cause a resource curse to materialize. One commonly
cited culprit is the so-called “Dutch disease”, whereby resource
exports increase exchange rates, reducing the competitiveness of
other exporting sectors (Gylfason et al., 1999; Sachs and Warner,
1995; Sala-i Martin and Subramanian, 2003). Others have argued
that resource discovery subsequently weakens institutions and
thus growth (Leite andWeidmann, 2002; Ross, 2001), while another
strand treats institutions as exogenous to resource wealth, and
the interaction between resources and institutions explains diver-
gent outcomes of resource-rich countries (Mehlum et al., 2006;
Robinson et al., 2006; Sarr et al., 2011). Caselli and Michaels (2013)
find that oil-rich municipalities in Brazil report significantly higher
revenues and spending, but with little to no benefit to the wider pop-
ulation, suggesting corruption by municipal officials.1 Other papers
have argued that low levels of human capital (Bravo-Ortega and De
Gregorio, 2005; Gylfason, 2001; Papyrakis and Gerlagh, 2004), lack
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of investment (Atkinson and Hamilton, 2003), and increased risk of
civil war (Collier and Hoeffler, 1998) also play a role.2

In recent years the cross-sectional design of Sachs and Warner
(1995) has come under increased scrutiny,3 and more sophisticated
designs have called the existence of the resource curse into question,
although finding convincing exogenous variation remains a challenge.
In this paper, I use major resource discoveries in the post-colonial peri-
od to evaluate the link between resources and GDP per capita. There
have been sufficient discoveries of oil (and one discovery each of
diamonds and natural gas) in previously non-resource-rich countries
in the past six decades to implement a quasi-experimental design
with plausibly exogenous resource shocks. Using panel difference-in-
differences, event study and synthetic control designs, I compare coun-
tries that have become resource-rich since 1950 with countries that
have remained resource-poor (countries that were resource-rich
already in 1950 are dropped from the analysis). An objection to this de-
sign is the possibility that resource discovery is not in fact exogenous;
David and Wright (1997) and Bohn and Deacon (2000) have argued
that discovery may be more likely in more democratic countries or
those with better institutions. I test this proposition empirically in
Section 2 and find no evidence that it is true. However, even if it were
the case, the difference-in-differences specification controls for struc-
tural differences in institutions, so any institutional bias would have to
arise from institutions independently changing after discovery, and
such that the direction of change is correlated with being a discovery
country.
2 For an extensive survey see van der Ploeg (2011).
3 For example Alexeev and Conrad (2009) and Brunnschweiler and Bulte (2008).
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I find that newly resource-rich countries on average experience a
large increase in GDP per capita levels that persists into the long-term.
I find little to no pre-exploitation trends in GDP. Further, I find that
the positive GDP effects are concentrated in developing countries,
with small and insignificant effects when the sample is limited to
OECD countries. This runs counter to much of the literature, which ar-
gues that countries with better institutions benefit more from natural
resources. The reason is that while developed treatment countries
have not performed poorly over the period studied, this is likely due
to many factors besides natural resources, as their OECD counterparts
have performed similarly well.

Extending the analysis beyond difference-in-differences, I use the
synthetic control methodology developed by Abadie and Gardeazabal
(2003) and Abadie et al. (2010) for each discovery country. Thismethod
uses a data-driven algorithm to find a weighted combination of control
countries that best replicates the pre-treatment behavior of a single
treatment country. This is a useful extension of the analysis for two rea-
sons: it provides an additional robustness check by evaluating perfor-
mance against an alternative counterfactual, and also reveals the
heterogeneity of treatment outcomes by country, rather than just a sin-
gle average effect. While the synthetic control results do reveal a fairly
wide range of individual outcomes, they are consistent with the average
positive effects found with the difference-in-differences model, and
also with the differing outcomes between developed and developing
countries.

Finally, I analyze the impact of resources on proximate causes of
GDP. Although data limitations for these outcomes make precise esti-
mation difficult, I find mixed evidence of long-run positive effects on
capital stock, total factor productivity, labor force and human capital
accumulation.

The finding that resource discovery appears to have a long-run level
effect onGDP, and no long-run growth effect, is consistentwith a simple
Solow model in which there is a temporary shock to productivity
growth. This attracts additional investment, which further enhances
growth during a transitional period until the capital stock per worker
settles at a higher level and normal growth resumes. In an endogenous
growth setting, the result could be thought of as analogous to themodel
proposed in Jones (1995), in which an increase in the share of output in
R & D (which could be thought of as drilling infrastructure in this case)
results in a permanent level effect but no long-term growth effect.

A number of recent studies have challenged the finding that
resources harm growth, primarily by using alternative measures of re-
source abundance rather than the resource share of GDP as in Sachs
and Warner (1995). Brunnschweiler and Bulte (2008) examine the
relationship between growth rates and “subsoil assets” per capita mea-
sured in 1994 and 2000, and find a positive effect.4 Alexeev and Conrad
(2009) find a positive association between hydrocarbon deposits per
capita in 1993 (or alternatively, the value of oil production per capita
in 2000) and the level of GDP in 2000. These papers rely on the argu-
ment that natural resource endowments are exogenous, geographic
variables. While this is compelling, van der Ploeg and Poelhekke
(2010) point out that the available resource abundance measures are
closely associated with current resource rents and thus endogenous to
growth and income, and function more as a one-off estimate of natural
capital and net adjusted saving, but not a suitablemeasure of actual sub-
soil wealth. A related argument is that what is truly being measured is
known resource endowments (or an estimate based on known endow-
ments), which depend on how thoroughly a given country has
been prospected, which in turn may be affected by the country's
wealth and institutions.5 While similar concerns could be raised for
4 Lederman and Maloney (2003) take a similar approach, though using different mea-
sures of abundance, and also find positive effects.

5 Michaels (2011) uses a similar approach to study long-run outcomes of United States
counties. This papermakes a convincing causal argument since the UShas been extensive-
ly prospected.
the initial discovery of resources as this paper uses, the fixed-effects
design controls for time-invariant factors present before and after
discovery.

A few recent studies have also incorporated oil discoveries into
their specifications. Cotet and Tsui (2013b) argue that for most oil-
producing countries, the most significant discoveries are concentrat-
ed over a few years. They evaluate the relationship between income
and health measures and estimated oil endowments over different
periods of time after this “peak discovery period”, and find positive
effects.6 However, this method faces the same causal uncertainty as
described above resulting from estimated oil endowments. Cotet
and Tsui (2013a) additionally exploit data on the number of explor-
atory wells dug in a given year and find that civil conflict is largely
uncorrelated with oil wealth per capita.

A number of papers have also used panel designs to study the rela-
tionship between resources and political outcomes. Brückner et al.
(2012) and Caselli and Tesei (2011) both use panel data to estimate
the effect of income shocks driven by commodity price fluctuations on
democratic institutions in commodity-exporting countries (reaching
different conclusions).7 To my knowledge, few other papers have used
panel data to examine the relationship between GDP and natural
resources. Collier and Goderis (2012) use an error correction approach
to estimate a specified long-run equilibrium relationship between
growth and resource-export prices, finding a negative long-run effect
of price increases. Cotet and Tsui (2013b) includes a panel specification
that evaluates the effect of changes in oil rents on different outcomes
over 5-year periods, finding no significant effect on income but positive
effects on health measures.

Lei andMichaels (2014) examine whether “giant” oil field discov-
eries leads to armed conflict, and is perhaps closest to this paper's
approach in terms of source of variation, but differs in two important
respects: first, it uses every giant oil field discovery a country experi-
ences, whereas I use only the first discovery that makes a country
resource-rich. Field discoveries subsequent to the first one are less
plausibly exogenous, since the initial discovery typically leads to en-
hanced exploration, and also may not be expected to have the same
effect as the initial discovery since it is already known that the coun-
try has oil. Second, Lei and Michaels (2014) are primarily focused on
the effects on civil conflict, while this paper focuses on economic
indicators.

This paper contributes to the literature in the following ways: first,
it is to my knowledge the first paper to use a quasi-experimental,
treatment–control approach to the resource curse question in a cross-
country setting, and provides a more plausible test of causality for the
effect of natural resources on GDP per capita than has been heretofore
performed. Second, apart from Mideksa (2013), which focuses on
Norway, this paper is also the first to my knowledge to study the
resource curse using the synthetic control method, which allows for
causal analysis for many individual countries. Third, it is the first to
empirically evaluate by direct observation both the short and long-run
effects of resource discoveries on growth. This is especially important
since many of the proposed resource cursemechanisms, such as deteri-
orating institutional quality, could take many years to materialize.
Fourth, it is the first to my knowledge to evaluate the impact of re-
sources on proximate causes of GDP (capital, TFP, labor force,
education).

The rest of this paper proceeds as follows: the following section
gives a brief historical overview of oil discovery and tests for endoge-
nous discovery. Section 3 describes the main data sources and defines
6 Tsui (2011) uses a similar analysis and finds that countries that discover more oil
(with oil discovered instrumented by estimated endowments) become less democratic
in the following decades.

7 See also Aslaksen (2007) and Haber and Menaldo (2011) for panel studies on oil and
democracy.
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the treatment group. Section 4 outlines the empirical design. Section 5
presents and discusses the results. Section 6 concludes.

2. Background of oil discovery

On the eve of World War 2, the global oil market was dominated
by just a handful of countries and companies, with the U.S. alone ac-
counting for almost two thirds of production.8 Following thewar a con-
vergence of factors led to a flurry of discoveries and a far more
distributed industry. Governments scrambled to secure reserves after
access to oil had proven critical in the allied victory. The spread of auto-
mobiles and the expanding plastic industry drove breakneck growth in
commercial demand for oil. On the supply side, the industry structure
became much less concentrated as barriers to entry fell. Witnessing
the benefits being derived in spite of foreign companies controlling
operations in countries like Iran and Saudi Arabia, potential producing
countries increasingly adopted favorable concessionary policies to
encourage exploration. Changes in the U.S. tax code were made to en-
courage foreign investment. Improvements in transportation and com-
munications made all parts of the world more accessible. Finally,
exploration and drilling technology continued to improve and diffuse,
reducing risk. Several important exploration advances were made
over the 20th century, but perhaps the most important was deepwater
drilling, which led to the North Sea boom and several major finds
elsewhere.

To summarize, major oil discoveries in previously non-producing
nations, while not completely random, have been driven to a great
extent by global factors exogenous to any one country, particularly
technological advances and enormous growth in global demand
(along with, of course, geographic luck of the draw). As will be shown
in the following section, oil prices do not appear to have been a factor
in driving exploration in countries without previous discoveries, as
most of the major initial discoveries occurred during a time when
oil prices remained relatively stable and low, before the price spike of
the 1970s.

Can the data tell us anything about the likelihood of oil discovery?
I use regression analysis to check for whether several initial observ-
able characteristics that may affect future growth are able to predict
oil discovery. Each characteristic has been used in past empirical
growth literature as a predictor of growth, and several appear in
the commonly used specification of Barro (1989). Each characteristic
is observed at 1950, except for Democracy score and investment/
GDP, which is observed in 1960 due to data limitations. I run cross-
sectional linear probability regressions with having experienced an
oil discovery since 1950, conditional on not being resource-rich
prior to 1950, as the dependent variable (or having experienced a
discovery since 1960 in the cases mentioned above). This indicator
is equal to one for all countries with such a discovery, including
those not in the treatment group because subsequent production
was insignificant.9

The results are shown inAppendix Table A1. In theunivariate regres-
sions, initial levels of log GDP per capita, democracy level, log of average
years schooling, investment/GDP ratio and ethnic fragmentation are all
insignificant. Only initial log of population is a significant predictor
of discovery. One may guess this is because population is correlated
with geographic land area, and countries with large area have more
opportunity to discover oil. However, even when controlling for land
area (which is predictive in a univariate regression), population is still
strongly significant. Another possible explanation is the fact that oil is
8 This section borrows from the canonical book on the history of oil The Prize: The epic
quest for oil, money & power by Daniel Yergin (2011).

9 There are 39 discovery countries by this definition, compared to 78 non-discovery
countries.
more likely to be found under softer soil, which is also better able to
accommodate larger populations. In any case, any resulting bias in the
GDP per capita effects is likely to be downward, since oil wealth is
being spread among more people.

When I combine all predictors into one joint regression, I lose all but
40 observations due to data limitations, but the results are largely the
same, except that ethnic fragmentation is positive and significant at a
10% level. Similarly to population, if conditionally more fragmented
countries aremore likely to discover oil, thiswould likely cause a down-
ward bias in growth estimates, as fragmentation has been widely found
to hinder growth. Further, the fixed effects in the main regression spec-
ifications should largely control for any population and fragmentation
effects, since relative population and fragmentation levels are fairly sta-
ble over time.

In the regressions shown in Table A1 I am assuming that the size of
the discovery is independent of a discovery being made, so even small
discoveries are included. If I relax this assumption and run the same re-
gressionswith being a treatment country (defined below) as the depen-
dent variable, all coefficients are insignificant, including the one for
population.
3. Data and treatment assignment

GDP and population data covering the years 1950–2007 comes from
Maddison Historical Statistics, which measures GDP in 1990 Interna-
tional Geary–Khamis dollars. I use Maddison in favor of Penn World
Tables because the latter is missing data from 1950–1970 for many
less-developed countries, including some inmy treatment group, yield-
ing a lack of pre-event data and an imbalanced panel. However, I use
Penn World Tables GDP data as a robustness check. Resource produc-
tion data comes from UN Industrial Commodities Statistics, which in-
cludes production quantities of oil and gas for all countries and years
from 1950–2001.10

The purpose of the treatment group is to identify countries that
began the 1950–2008 sample with negligible resource production and
subsequently achieved substantial resource production on a per capita
basis. For oil and gas discoveries, a country is included if annual oil
and gas production per capita in 1950 was less than one oil barrel
energy equivalent11 (henceforth referred to as barrels) per capita, and
subsequently passed 10 barrels per capita for a sustained period. Coun-
tries that produced more than one barrel per capita at the start of the
period, or already had significant mineral wealth are dropped from
the sample as unsuitable comparison countries. 27 countries are exclud-
ed for this reason (see Appendix C).12 Thus the regressions compare
countries that started resource-poor and became resource-rich with
countries that remained resource-poor throughout.

These are somewhat arbitrary thresholds, but they satisfactorily up-
hold the purpose of the treatment group. One barrel per capita gener-
ates trivial wealth for the country, whereas 10 barrels generate
anywhere from $100 to over $800, depending on oil and gas prices in
a given year. Further, most countries that pass 10 barrels per capita do
so in the early stages of exploitation after a major discovery and go on
to produce at much higher levels. In other words, the threshold is effec-
tive at separating low-level producers fromhigh-level ones. This is illus-
trated in Fig. 1, a histogram showing the maximum level of annual
10 See Appendix B for a description of all other data sources used.
11 Natural gas production is converted to its oil barrel equivalent in terms of energy gen-
eration using the conversion rate of 0.00586152 oil barrels per terajoule, since the rawnat-
ural gas production data is given in terajoules.
12 Former Soviet nations are also excluded, since they lack GDP data before the fall of the
Soviet Union, and anyways have obvious confounding factors. Countries with populations
of less than 200,000 as of 2007 are also dropped. These exclusions do not meaningfully
change the results.



Table 2
Summary statistics.

(1)
Treatment (full
sample)

(2)
Control (full
sample)

(3)
Treatment
(non-OECD)

(4)
Control
(non-OECD)

Real GDP/capita
(1950)

7.52 7.08 6.98 6.84
(1.01) (0.77) (0.64) (0.61)
[17] [88] [12] [72]

Population
(000s) (1950)

7.90 8.32 7.52 8.09
(1.54) (1.59) (1.53) (1.57)
[17] [88] [12] [72]

Democracy
score (1970)

3.9 2.9 1.2 2.1
(4.6) (3.9) (2.1) (3.2)
[16] [77] [11] [61]

Years schooling
(1950)

3.3 2.6 1.08 1.86
(3.27) (2.16) (0.79) (1.44)
[14] [79] [9] [63]

Infant mortality
(1955)

.13 .14 .17 .16
(.07) (.06) (.04) (.05)
[17] [87] [12] [71]

Ethnic
fragmentation

.43 .45 .55 .51
(.29) (.27) (.26) (.26)
[17] [87] [12] [71]

Notes: Standard deviations are shown in parentheses and sample counts are shown in
brackets.
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Fig. 1.Maximum barrel production histogram.
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barrel production per capita achieved over the entire sample period,
and only includes sample countries that achieved some non-zero pro-
duction level. The vertical line represents the threshold to be included
in the treatment group. The sensitivity of this threshold is tested for
themainGDP per capita regression by alternatively setting it to five bar-
rels and 20 barrels (see Appendix Table A2).

There are six countries that matched the above definition in
terms of hydrocarbon production but are not included in the treat-
ment group. Four of these countries already generated significant
wealth from some other mineral commodities (Suriname, Angola,
Australia, and Bolivia). Israel is a unique case in that it only main-
tained production over 10 barrels per capita for a six year period,
then fell to nearly zero from 1976 on, and so cannot be considered
to be resource rich. Finally, Abu Dhabi of what is now the United
Arab Emirates discovered oil in 1962, nearly a decade before the
emirates were combined into a single nation, so a before–after com-
parison is neither feasible nor appropriate and the UAE is dropped
from the analysis.

The one non-oil and gas country is Botswana, which has yielded
tremendouswealth fromdiamonds on parwith the oil-extracting coun-
tries in the treatment group. To my knowledge, there are no other non-
oil extracting countries appropriate for this treatment group, as nearly
Table 1
Treatment countries.

Country Event
year

Initial
discovery

1st production
year

Production
lag

Event
lag

Algeria 1959 1956 1958 2 4
Gabon 1959 1957 1959 2 2
Libya 1961 1958 1961 3 3
Oman 1966 1963 1966 3 3
Netherlands 1966 1959 1963 4 7
Syria 1968 1959 1968 9 9
Nigeria 1969 1956 1957 1 13
Botswana (diamonds) 1971 1967 1971 4 4
Malaysia 1971 1963 1970 7 8
Ecuador 1972 1967 1972 5 5
Republic of Congo 1972 1951 1960 9 21
Norway 1972 1967 1971 4 5
New Zealand 1976 1959 1970 11 17
United Kingdom 1976 1970 1975 5 6
Denmark 1982 1966 1972 6 16
Yemen 1991 1984 1986 2 7
Equatorial Guinea 1992 1984 1992 8 8
allmajormineral producers discovered theirmineralwealth long before
the period studied here.

Table 1 lists the 17 treatment countries. While somewhat small, the
treatment group represents a reasonably representative geographic
spread, and a variety of economic and political backgrounds. Table 2
presents summary statistics separately for treatment and control coun-
tries, both for the full sample and the non-OECD sample.When possible,
statistics are shown for 1950, the start of the sample period. Infant mor-
tality data begins in 1955, and democracy data coverage is poor until
1970. Ethnic fragmentation is only measured once per country at
various times, but is presumably relatively stable over time. In the full
sample, treatment countries had somewhat higher GDP per capita,
schooling and democracy due to the prevalence of highly developed
North Sea countries. For non-OECD countries (which is where positive
GDP effects are found) GDP per capita is well-balanced, while democra-
cy and schooling are actually lower in the treatment group, although
these means are very low for both groups. Control countries do have a
significantly higher average population, but this is skewed by a few
very large countries, which the treatment group lacks. The treatment
group in fact has a slightly larger median population than the control
group.

The research design also requires an appropriate country-specific
event year. One possible definition is the year of discovery, but GDP is
not directly affected by the discovery of resources, but rather their
extraction.13 Further, the initial discovery is not always the one that
makes a country a major oil producer.14 Therefore I define the event
to be the year that resource production begins to surge upwards. In
more concrete terms, the event year is the first year that growth in oil
and gas production increases by 0.5 barrels per capita. All treatment
countries have such a year, all of which mark the first year in a surge
of production. One exception to this rule is Nigeria, which saw produc-
tion drop to nearly zero shortly after the event year as defined above
(1965), so in this case I assign the second such year (1969), after
13 It is possible that GDP is indirectly affected before extraction by countries borrowing
against future windfalls. However, the mostly flat trend prior to extraction shown in the
event study graph of Fig. 3 suggests that, on average, this is not a major factor.
14 For example, the first oil field discovered in the Republic of Congo was Point Indienne
in 1951, but this was a minor field and the next one was not discovered until 1969, and
production did not take off until 1972.
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which production proceeds to surge upwards.15 For Botswana I assign
1971 as the event year, as this is the first year of operation for the
Orapa diamond mine. While the 0.5 barrels threshold is arbitrary by
necessity, it successfully captures the point in time that oil and gas pro-
duction takes off. This is demonstrated in Appendix Fig. A1, which
shows, for each treatment country besides Botswana, a graph of barrel
production over time, with a vertical line denoting the event year.

Defining the event year in thisway raises the concern of endogeneity
of timing. One argument is that countries, upon making an initial dis-
covery, will not undertake the investment in drilling infrastructure
until oil prices are suitably high. However, the timing of exploitation
does not typically coincidewith high prices. Fig. 2 shows the time series
of benchmark world oil prices, measured in constant 2005 U.S. Dollars,
along with vertical lines indicating event years for oil-producing coun-
tries (bold lines indicate two events in the same year). The majority of
exploitation events were made in the pre-1970s period of low and
stable prices. Two more were in 1988 and 1992, another low-price
era. Only two events occurred during the price spike of the 1970s
(Denmark, New Zealand), and while we cannot rule out timing
endogeneity for these cases, it would be surprising if none of the events
fell into this roughly 10-year window, even if the timing of events was
completely random.

Another concern is that lesser-developed countries will take longer
to develop drilling infrastructure, so that the lag between discovery
and exploitation somehow induces endogeneity. Here it is useful to con-
sider a third date (in addition to discovery year and event year): thefirst
year of non-zero production. This may differ from the event year if a
country initially produces a very small amount of oil, but is a good indi-
cator when at least some drilling infrastructure was in place. Column 4
of Table 1 shows the lag between discovery of the first oil field and the
first year of non-zero production. The average lag is five years, with a
minimum of two and maximum of eleven. While there is some varia-
tion, it is encouraging that there are no exceptionally long lag times,
and even in a hypothetical world where all nations had similar levels
of development and institutions, we would expect variation based on
geography (how close the country is to a pipeline network) and how
accessible the oil is (how deep in the ground, type of soil, remoteness
of field, offshore fields, etc.). However, to address the possibility of
endogenous variation in production lag, as a robustness check I run a
specification with the years between discovery and the event year
15 This pattern is likely associated with the Nigerian Civil War that lasted from 1967–
1970.
omitted, so that I am only comparing pre-discovery periods with post-
exploitation periods.

4. Empirical design

The average effect of resource discovery on post-exploitation out-
comes is estimated with the following equation:

Ycrt ¼ δPostct þ αc þ γrt þ �ct : ð1Þ

Where Ycrt is an outcomeof interest for country c in region r in year t,
Postct is a country-specific indicator for being after the exploitation
event, αc is country fixed effects, and γrt is a set of regional year
dummies, which control for any common shocks experienced across a
region. Regions are assigned according to World Bank country groups
where applicable.16

Effects are also estimated using an event study specification,
allowing the treatment effect to vary over time:

Ycrt ¼ δEct þ αc þ γrt þ �ct ð2Þ

where Ect is a vector of indicator dummies for being within some
specified 3-year period before or after the exploitation event, and δ
is a vector of coefficients corresponding to each 3-year period. In
this specification, identification comes from comparing the outcome
variable for treatment countries during a given event-time period
to the omitted period of 1–3 years before the event. Treatment ob-
servations are trimmed in this specification so that each event-time
coefficient is estimated with the same number of treatment observa-
tions. This is done so that differences in the treatment effect over
time are not driven by different compositions of treatment countries
identifying each event-time coefficient, an especially important
consideration given the small number of treatment countries.
Hence the sample is not identical to that used in the baseline specifi-
cation of Eq. (1).

Although each event-time coefficient is estimated with a small
number of observations relative to the baseline difference-in-
differences design, this method has two significant advantages.
First, it checks for the existence of pre-existing trends that could
lead to spurious difference-in-differences results. Second, it reveals
the temporal pattern of the treatment effect, rather than just a
post-event average. This advantage becomes increasingly acute to
the extent that the treatment effect over time deviates from a simple
step function. Most importantly, I can identify differences in short-
run versus long-run effects.

4.1. Synthetic controls

An alternativeway tomeasure the effect of resource discovery is the
synthetic control methodology developed in Abadie and Gardeazabal
(2003) andAbadie et al. (2010). Designed for caseswhere the treatment
in question only applies to a single unit, the idea is to construct, through
a data-driven algorithm, a weighted combination of control units that
matches the pre-treatment outcome behavior of the treated unit, thus
creating a post-treatment counterfactual, or “synthetic control”. I
apply this method individually for each treatment country, essentially
performing 16 different case studies.17 This both serves as an additional
robustness check for the fixed effects model results, and gives greater
One difficult case is treatment country New Zealand, which does not naturally fit in
any of the listed regions. If I created an Oceania region, New Zealand would be the only
country, because Australia is dropped as an initially resource rich country, and other coun-
tries are too small or lack data. Therefore I include New Zealand in the Northern Europe
region. While obviously not a match geographically, as one of the “neo-Europes” New
Zealand has similar culture, institutions, and wealth as Northern European nations.
17 Gabon is excluded for reasons discussed in Section 5.3.



Table 3
Difference-in-differences: GDP/capita.

(1)
Full sample

(2)
Non-OECD

(3)
OECD only

Post 0.350⁎ 0.540⁎⁎ −0.102
(0.157) (0.199) (0.105)

N 6195 4956 1239
R2 0.684 0.620 0.962

Notes: The dependent variable is the natural log of real GDP/capita. All regressions include
country and region-yearfixed effects. Robust standard errors clustered at the country level
are reported in parenthesis.

+ Significant at 10%.
⁎ Significant at 5%.
⁎⁎ Significant at 1%.
⁎⁎⁎ Significant at .1%.

Table 4
Event study: GDP/capita.

(1)
Full sample

(2)
Non-OECD
treatments

(3)
OECD
treatments

Exploitation year − 7–9 −0.027 −0.059 0.044⁎

(0.033) (0.045) (0.019)
Exploitation year − 4–6 −0.002 −0.013 0.018

(0.027) (0.037) (0.013)
Exploitation year + 0–2 0.108⁎⁎ 0.165⁎⁎⁎ −0.031

(0.037) (0.045) (0.020)
Exploitation year + 3–5 0.245⁎⁎ 0.355⁎⁎ −0.019

(0.090) (0.114) (0.039)
Exploitation year + 6–8 0.339⁎⁎ 0.482⁎⁎ −0.010

(0.121) (0.154) (0.044)
Exploitation year + 9–11 0.419⁎⁎ 0.592⁎⁎ −0.013

(0.145) (0.183) (0.057)
Exploitation year + 12–14 0.433⁎⁎ 0.613⁎⁎ −0.019

(0.163) (0.204) (0.076)
Exploitation year + 15–17 0.434⁎⁎ 0.616⁎⁎ −0.026

(0.162) (0.205) (0.085)
N 5650 4571 1079
R2 0.701 0.632 0.966

Notes: The dependent variable is the natural log of real GDP/capita. The omitted category
is 1–3 years before exploitation or never experiencing an exploitation event. All regres-
sions include country and region-year fixed effects. Robust standard errors clustered at
the country level are reported in parenthesis.

+ Significant at 10%.
⁎ Significant at 5%.
⁎⁎ Significant at 1%.
⁎⁎⁎ Significant at .1%.
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context to the findings, as we can examine the effect on each individual
country, rather than an average effect.

A brief outline of the procedure follows (for more detail, see
the aforementioned paper by Abadie et al. (2010)). For each treatment
country, the pool of possible controls is restricted to countries in its
own region, and which neither start the period resource rich nor
become resource rich. Suppose there are J control countries and K
predictors.18 Then control country weights are found through an opti-
mization procedure minimizing the following function:

X1−X0Wð Þ′V X1−X0Wð Þ

where X1 is a (k × 1) vector of predictors for the treatment country,
X0 is a (K× J) matrix of pre-event predictors for the control countries,
W is a (J × 1) vector of time-invariant weights assigned to control
countries which sum to one, and V is a (K × K) diagonal matrix
with the diagonal elements representing the importance of each pre-
dictor. Given these weights, the treatment effect in a given post-
event period t is:

Y1t−
XJþ1

j¼2

w�
j Yjt :

Where Y1 is the outcome variable for the treatment country, Yj
is the outcome for control country j and wj

⁎ is the optimized
weight assigned to country j. The main output of the procedure is a
simple graph of the outcome variable over time for both the treat-
ment and the synthetic control. Ideally, before treatment the two
curves largely overlap, and then diverge after treatment if there is a
causal effect.

5. Empirical results

5.1. Difference-in-differences

Table 3 presents the regression results for the main specification
of Eq. (1). In the full sample, treatment countries saw a statistically
significant average effect of approximately .35 on the log of GDP
per capita. This result is economically significant, as it implies
that GDP per capita was on average over 40 percentage points
higher than the no-discovery counterfactual in the post-exploitation
period.
18 For this procedure, a “predictor” can be any linear combination of a pre-treatment var-
iable, including the outcome variable. For example, population one year before the event
year could be one predictor, and average population from 2–5 years before the event year
could be another.
Column 2 shows the results of the main specification if only non-
OECD countries are included, and column 3 if only OECD countries are
included.19 They reveal a striking difference in effects between the
two groups. The effect for non-OECD treatments is considerably larger
than the overall average effect, while that of the OECD countries is actu-
ally negative, though small and insignificant. This does not imply
that OECD treatments performed badly, but their fellow Northern
European control countries likewise experienced steady, robust growth
during the sample period, and the relative magnitude of resource
wealth is simply too small to have amajor effect—this is more clearly il-
lustrated in the synthetic control results discussed in Section 5.3. As for
the large effect onnon-OECD treatments, in one sense this is not surpris-
ing; the non-OECD treatments are much poorer, so an oil discovery can
have a greater impact onGDP. However, it would seem to contradict the
theory that countries with better institutions upon discovery are better
able to avoid a resource curse.20

5.2. Event study

Table 4 shows the results of the event study specification of Eq. (2).
For treatment countries, only observations from nine years before to
17 years after are included to obtain a balanced (by event-time) panel.
In the full sample of column 1, there are no significant effects on GDP
for any time before resource exploitation, but dramatic positive effects
in the years following, reaching a coefficient of .43 by the end of
the time frame studied. The effect on growth appears to subside
after about 10 years, leaving no long-term growth effects but a persis-
tent and large level effect. The same pattern, to a greater degree,
is followed for the sample with non-OECD countries only. With only
19 Five of the 17 treatment countries are in the OECD: Denmark, Netherlands, New
Zealand, Norway, United Kingdom.
20 This is somewhat consistent with Davis (2013), which replicated the Sachs &Warner
result that oil-rich countries with poor institutions performed worse, but found that the
result was sample-dependent and driven by a few outliers.
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OECD countries included, there is a slight negative downward trend be-
fore the event year and no long-term effect. The graphical representa-
tion of this table is shown in Fig. 3.21

Even if we hypothesized a resource curse, we might expect the
years immediately following exploitation to see positive growth
effects, as the direct contribution of resource extraction to GDP is
growing rapidly, while the negative mechanisms could take time to
manifest. While there does not seem to be a long-run negative
growth effect from the main event study specification, it is still pos-
sible that negative effects begin even farther into the future. To test
this, I extend the event-time period analyzed out to 30 years after ex-
ploitation. To keep a balanced panel in this case, I only need to drop
two treatment countries from the analysis (Equatorial Guinea and
Yemen). The graphical result of this specification is shown is Fig. 4.
Conditional GDP per capita remains roughly flat from years 10–30
(note that the magnitude of the effect is smaller due to the exclusion
21 In this and all subsequent event study graphs, each point corresponds to the event-
time coefficient representing observations from the previous three event-time years. For
example, in Fig. 3 the point shown at event-time negative seven represents the coefficient
for “Exploitation Year − 7–9”. Hence the graph actually represents a period going back to
nine years before the exploitation year.
of Equatorial Guinea, which experienced extremely high growth
rates following exploitation). Although there is a slight downward
trend at the end of the period, there is scant evidence of a long-
term curse.
5.3. Synthetic controls

As a robustness check and to show the variation of effects within
the treatment group, I next run synthetic control analysis for each
treated country.22 For the effect on GDP per capita, I use the following
six predictor variables to construct each synthetic control: ethnic
fragmentation, population one year before the event, and GDP per
capita one, three, five and seven years before the event. The weights
making up each country's synthetic control for this analysis are shown
in Appendix E.

The graphical results for each individual treatment country
are shown in Appendix D. Each graph shows the time series of
GDP per capita for each treated unit and its corresponding synthetic
control over the entire period from 1950–2008. The results are
largely consistent with the difference-in-differences results, in
that we see a positive average effect in the short and long term.
However, there is an interesting variety of outcomes. There are
five countries (Botswana, Republic of Congo, Equatorial Guinea,
Nigeria, and Oman) that perform significantly better than their syn-
thetic counterpart (although Nigeria's advantage was nearly gone
before the oil price surge in the 2000s). There are three countries
(Algeria, New Zealand, Yemen) that do noticeably worse in the
long term (although the pre-trend of New Zealand is not especially
well replicated, as New Zealand was one of the world's richest
countries at the start of the sample period). There is generally little
22 There is one country, Gabon, where the pre-event level and trend of GDP per capita is
not well replicated by its synthetic control. This is because at the onset of oil exploitation,
Gabonwas already thewealthiest country in the sample of sub-Saharan African countries.
Abadie et al (2010) states that the method may not be appropriate if the predictors of the
treatment unit do not lay within the convex hull of those of the control units. As it turns
out, For Gabon the method gives 100% weight to the second richest pre-event control
country, Mauritius. As this does not adequately reproduce Gabon's pre-treatment behav-
ior and is not a credible counterfactual, Gabon is excluded from this part of the analysis.
Similarly, Oman's synthetic control is 100%Egypt, but theGDPper capita levels in theyears
preceding the event are reasonably well-replicated, so Oman is included.



Table 5
Heterogeneous treatment effects: non-OECD treatments.

(1)
All
countries

(2)
All
countries

(3)
Non-OECD
treatments

(4)
Non-OECD
treatments

Post 5.47⁎⁎⁎ 5.71⁎⁎⁎ 6.94⁎⁎⁎ 7.08⁎⁎⁎

(0.72) (0.57) (1.03) (0.72)
Post ∗ (log pop.) −0.11+ −0.17⁎⁎⁎ −0.20⁎⁎ −0.22⁎⁎⁎

(0.062) (0.046) (0.065) (0.027)
Post ∗ (log GDP/cap) −0.62⁎⁎⁎ −0.67⁎⁎⁎ −0.62⁎⁎⁎ −0.67⁎⁎⁎

(0.11) (0.075) (0.069) (0.071)
Post ∗ (log fragmentation) −0.15+ −0.018 −0.19 0.037

(0.081) (0.056) (0.12) (0.039)
Post ∗ (log inf. mortality) −0.058 −0.41⁎⁎⁎ 0.39 0.12

(0.21) (0.11) (0.45) (0.27)
Post ∗ (log avg. yrs school) 0.18+ 0.24+

(0.096) (0.13)
N 6018 6195 4779 4956
R2 0.730 0.734 0.658 0.675

Notes: The dependent variable is the natural log of real GDP/capita. All regressions include
country and region-yearfixed effects. Robust standard errors clustered at the country level
are reported in parenthesis.

+ Significant at 10%.
⁎ Significant at 5%.
⁎⁎ Significant at 1%.
⁎⁎⁎ Significant at .1%.

Table 6
Obtaining stationary residuals.

(1)
Country trends

(2)
Error correction model

Post 0.311⁎⁎ 0.020⁎

(0.111) (0.009)
ln(GDP/cap)t − 1 −0.022⁎⁎⁎

(0.005)
Growtht − 1 0.163⁎⁎⁎

(0.039)
Growtht − 2 0.081⁎⁎

(0.025)
Growtht − 3 0.052⁎

(0.026)
LR effect (0.897)+

(0.513)
N 6195 5775
R2 0.911 0.182

Notes: The dependent variable is the natural log of real GDP/capita in column 1, and the
year-on-year difference in log GDP/capita in column 2. All regressions include country
and region-year fixed effects. Robust standard errors clustered at the country level are
reported in parenthesis.

+ Significant at 10%.
⁎ Significant at 5%.
⁎⁎ Significant at 1%.
⁎⁎⁎ Significant at .1%.
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to no effect on OECD countries, as steady growth is matched
by their synthetic counterparts. For a few countries a striking
spurt of growth following the event year is followed by a sharp
drop, particularly in the case of Libya, in which all of the gains are
lost. In these cases the surge and subsequent fall closely correspond
to similar patterns in production levels, indicating that these coun-
tries failed to develop the non-hydrocarbon economy. Overall, the
synthetic control results portray positive or non-negative short-
run results for most treatment countries, but a more mixed record
in the long-run, particularly in lesser-developed regions.

Fig. 5 shows the synthetic control results for a representative
sample of five countries in a single graph. The selected countries
are intended to illustrate the different types of cases discussed in
the preceding paragraph. Each line in Fig. 5 represents the results
for one country, and is the difference between the log of GDP per
capita of the treatment country and that of the synthetic control for
each year of event-time.

5.4. Heterogeneous effects

The synthetic control results show that although the average
effect of discoveries is positive, outcomes vary widely by individual
country. Are there characteristics at the start of the sample period
that can predict a large or small treatment effect? To attempt to
answer this question I take the specification in Eq. (1) and add inter-
action terms between the post-exploitation variable and various ini-
tial characteristics that may affect GDP and the effect of resources on
GDP.23

Column 1 of Table 5 shows the results for the full sample
and all interactions included. Since there is no education data for
three treatment countries (Equatorial Guinea, Oman, and Republic
of Congo), these countries are not included in this specification.
Column 2 shows the results when the education interaction
23 Initial log population, log GDP per capita and log of average years of education are
measured in 1950. Infant mortality is measured in 1955. Fragmentation is only measured
once per country, but relative fragmentation levels are assumed to be largely stable over
time.
is dropped and thus all treatment countries are included. In both
cases the interactions with initial GDP per capita and population
are negative and significant, with the intuitive implication that a
natural resource boom has a greater impact on growth in countries
with smaller starting economies and fewer people to “spread” the
wealth between. Consistent with Hodler (2006), higher ethnic frag-
mentation has a negative effect, but the estimate is only significant
at a 10% level in the first specification. The initial infant mortality
interaction has a negative but insignificant effect, while the initial
education interaction has a positive effect (consistent with Bravo-
Ortega and De Gregorio, 2005 and Gylfason, 2001), indicating that
countries with higher overall levels of development, after control-
ling for GDP per capita, receive greater benefits from resource dis-
coveries. The estimate for infant mortality increases considerably
in magnitude when education is dropped, as the two are strongly
correlated.

Because the positive overall growth results are driven by the non-
OECD treatments, and since those groups of countries differ in ways
that may not be fully captured with the variables used here, I run the
same specifications dropping OECD treatments. The results, shown
in columns 3 and 4 of Table 5, are similar to that of the full sample,
except that the infant mortality interaction loses significance. Over-
all, only the population and GDP per capita interactions are robustly
significant.

5.5. Obtaining stationary residuals

A possible concern with this paper's main results is the non-
stationarity of GDP per capita. Given that the sample has a large number
of time periods, if residuals are non-stationary even after controlling for
year fixed effects, this could lead to inconsistent standard error esti-
mates. To address this I use two alternative specifications that mitigate
non-stationarity. First, in column 1 of Table 6 I include country-specific
time trends, which also controls for the possibility that results are driv-
en by differing long-term trends between treatment and control coun-
tries. This estimate is only slightly lower and actually more precisely
measured. Using an augmented Dickey–Fuller unit root test on the
residuals of this regression rejects the null hypothesis that all panels
contain unit roots at a 5% level, so this specification is successful in
mitigating non-stationarity.



Table 7
Difference-in-differences: GDP proximate causes, non-OECD.

(1) (2) (3) (4)

Capital stock TFP Labor force Avg. years schooling

Post 0.50+ 0.16 0.043 0.87+

(0.30) (0.16) (0.032) (0.44)
N 2849 2870 3369 1040
R2 0.827 0.167 0.925 0.881

Notes: The dependent variable is the natural log of the outcome given in the column head-
er. All regressions include country and region-year fixed effects. Robust standard errors
clustered at the country level are reported in parenthesis.
⁎ Significant at 5%.
⁎⁎ Significant at 1%.
⁎⁎⁎ Significant at .1%.

+ Significant at 10%.
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The second way to address non-stationarity is to substitute the GDP
per capita growth rate as the dependent variable. I run the following
“error correction” specification, which includes the lagged level of GDP
per capita, and three lags of GDP growth to control for persistence in
growth rates:

Δln Yctð Þ ¼ δPostct þ θYt−1 þ
X3

j¼1

βjΔYt−j þ αc þ γrt þ �ct : ð3Þ

This specification implies that in the long-run steady state,
the effect of resource exploitation on the level of GDP per capita is
−δ/θ.24 Like the event study specification of Eq. (2), this specifica-
tion allows analysis of short and long run effects on GDP, albeit
in a more parametric way. The results are given in column 2 of
Table 6. The “short run” effect of exploitation is 0.02 and significant
at a 5% level. The long-run effect is 0.897 and significant at a 10%
level.25 While this point estimate is larger than the long-run level
effects implied by the event study results in Fig. 3, the estimates
are in fact not statistically different from each other based on a
Students t-test.

As suggested by the event study results in Figs. 3 and 4, the
observed growth effect is not permanent. This is likewise borne out
in a growth rate event study specification, which is shown in
Appendix Fig. A2 (these specifications also include the lagged GDP
level and three lags of GDP growth.). The first graph shows the
effects on growth rates for the full sample from 9 years before exploi-
tation to 17 years after, while the second graph shows effects for
the longer panel, where Equatorial Guinea and Yemen are dropped
(this is analogous to Fig. 4). Consistent with the level regressions,
after the initial spike in growth following discovery, effects are
close to zero in the long-term.

5.6. Robustness

In this section I run several robustness checks, for which all re-
sults are shown in Appendix Table A2. First, since inclusion in the
treatment group involves a somewhat arbitrary cutoff (a maximum
production level of at least 10 barrels of oil or oil-equivalent gas dur-
ing the period studied), I test the sensitivity of increasing and de-
creasing this cutoff. In column 1 of Appendix Table A2, panel A I
increase the cutoff to 20 barrels, which eliminates five treatment
countries.26 The treatment effect with this reduced treatment
group increases considerably, as would be expected given the higher
intensity of treatment. In column 2 I decrease the cutoff to five
barrels, which adds six countries.27 The effect is slightly smaller,
but still statistically significant.

In columns 3 and 4 I perform robustness checks against the
endogeneity of production lag. Column 3 excludes treatment coun-
try observations between the first recorded oil field discovery and
the first year of non-zero production, so that only pre-discovery
and post-production outcomes are compared. Column 4 excludes
the observations between the first recorded discovery and the
actual event year. In both cases the results are similar to the main
specification, but the estimates are slightly larger than for the full
sample.

In column 1 of panel B I run the main specification of Eq. (1)
using Penn World Table 7.0 GDP data. As mentioned in Section 3,
PWT data does not have complete coverage going back to 1950
24 See Collier andGoderis (2012) for amore detailed discussion of a similar specification.
25 The standard error for the long-run effect −δ/θ is found using the post-estimation
command nlcom, which is based on the “delta method”, in Stata 13.
26 Ecuador, New Zealand, Nigeria, Syria, and Yemen.
27 Albania, Cameroon, Egypt, Hungary, Indonesia, and Tunisia.
for many countries, and as a result five treatment countries do not
have data before the event year (Algeria, Gabon, Libya, Oman,
and Yemen) and thus cannot contribute to identification of the
treatment effect. With these countries dropped, PWT data yields
a similar point estimate to that of the full Maddison sample,
but with larger standard errors due to the reduction in treatment
observations. In column 6 I run the same specification with
the same observations as in column 2, but with Maddison GDP
data. Hence the difference in the estimated effect is due solely to
differences in GDP measurement, rather than sample differences.
This estimate is actually slightly smaller than the PWT estimate,
suggesting that, if anything, Maddison data underestimate the
treatment effect.

In column 3 of panel B I run the main specification using GDP
measured in constant 2000 US Dollars as the dependent variable. One
possible concern about the GDP results is that the PPP adjustments
used in Maddison and Penn World Tables does not sufficiently reflect
the higher price differences found in resource-rich economies (if, for ex-
ample, the adjustments aremade using a basket of goods that is not rep-
resentative). To test for this I use a third GDP data source, World
Development Indicators (WDI), which provides GDP in constant 2000
US Dollars (non-PPP adjusted). WDI has similar data limitations as
Penn World Tables, and four treatment countries are omitted since
they do not have pre-treatment data (Algeria, Gabon, Libya, Yemen).
The estimate for constant 2000 US Dollars is again similar but slightly
smaller than the main result. However, as shown in column 4, the
estimate usingMaddison GDP for the equivalent sample is very similar.
This suggests that erroneous PPP adjustments are not inflating the esti-
mated effects.

5.7. GDP proximate causes

As a final exercise, to shed light on the mechanisms of the positive
effects found I evaluate the effect of resource exploitation on proximate
causes of GDP that are typically included in traditional growth models.
This analysis is carried out for non-OECD countries only, since this is
the group for which resources were found to have a significant effect
on GDP.

Table 7 reports the difference-in-differences results for capital,
Total Factor Productivity (TFP), labor force and average years schooling.
Due to data coverage limitations, some treatment countries are
missing28 and except for education the panels are not balanced, so
28 For the capital, TFP and labor force regressions, Libya, Oman and Yemen are excluded
due to lack of data. For the education regression, Equatorial Guinea, Nigeria and Oman are
excluded.
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Fig. 6. Event study, GDP proximate causes, non-OECD.
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these results should be viewed with caution. While all four outcomes
see qualitatively significant effects, the standard errors are large and
only the estimates for capital and schooling are significant at a 10%
level. However, the graphical event study specification results shown
in Fig. 6 are more suggestive of strong impacts. The first three graphs
show effects from 9 years before exploitation to 26 years after (this
range was chosen to obtain the longest time frame for which data cov-
erage among the treatment group is acceptable, but again the panel is
not perfectly balanced). Capital stock saw large positive effects, while
TFP experienced a smaller but still substantial gain. There was an up-
ward trend in capital stock prior to exploitation, which likely reflects
the investment in drilling infrastructure in the period between discov-
ery and exploitation. This may explain the downward trend seen in
TFP prior to exploitation, as during this period large amounts of extra
capital are being formed but not actually producing significant oil out-
put yet.

There are also significant increases in both the size and quality of
the labor force. The increase in labor force size may reflect an influx
of migrant workers following the resource boom. In any case, the
rise in workers mirrors a rise in overall population in treatment
countries, as there is no effect on the labor utilization rate (regres-
sion not shown), so this does not contribute to the effect on GDP
per capita. However, the population also became more educated,29
29 Since education ismeasured only every five years, each event time coefficient covers a
five year window, which only includes one observation per country occurring at some
point within the window.
with an effect of about 1 additional year of average schooling
20 years after exploitation. This may be a result of an influx of
more educated migrants, or an increase in public investment in ed-
ucation resulting from oil revenues, or some combination thereof.
The exact event study estimates and standard errors are shown in
Appendix Tables A3 and A4, and show that effects on long run levels
relative to the reference period just before exploitation are general-
ly statistically significant for all four outcomes.

6. Conclusion

This paper takes a novel approach to estimating the impact of
natural resources, using modern discoveries, longitudinal data,
and sophisticated empirical methods to provide a more rigorous
test of the existence of the resource curse than has been heretofore
performed. I find positive effects on GDP per capita that persist in
the long term for developing countries, and no effect for developed
countries. In evaluating the proximate causes of GDP, I find mixed
evidence of positive long-run effects on capital formation, produc-
tivity, labor force and education. These results are consistent with
the predictions of a simple Solow model in which there is a tempo-
rary shock to TFP growth, or with the semi-endogenous R & D based
growth model proposed by Jones (1995).

There is little evidence in this study to support the presence of
other common resource curse channels, such as harm to political
and economic institutions. These types of effects would be expect-
ed to be felt some number of years after the beginning of
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exploitation, but this study finds no evidence of negative long-run
growth effects. It is possible that these channels take an even lon-
ger time to manifest than is studied here. It is also possible that
the usual negative association between institutions and resource
wealth applies mainly to countries that were known to be
resource-rich in the colonial era and were thus given extractive in-
stitutions. In any case, further research is needed on the link be-
tween resources and institutions, as even the negative impact on
democracy has come under recent challenge in the literature.
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Fig. A1. Hydrocarbon produ

Appendix A. Additional graphs and tables
Perhaps the most pressing research question going forward is how
equitably resource-driven growth is distributed within countries.
Equatorial Guinea, with one of the highest levels of GDP per capita in
the region and yet one of thehighest poverty rates, is a stark demonstra-
tion of the perils of using GDP per capita as an overall measure of wel-
fare. Assessing the impact of resource exploitation on inequality and
poverty would be a useful extension of the empirical designs used in
this paper, but the demands of panel income distribution data is a diffi-
culty that must be overcome.
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Table A1
Initial characteristics as predictors of discovery.

(1) (2) (3) (4) (5) (6) (7) (8)

Initial pop. 0.109⁎⁎⁎ 0.091⁎⁎ 0.254⁎

(0.021) (0.029) (0.096)
Area 0.025 0.016

(0.025) (0.063)
Initial GDP/capita 0.072 0.116

(0.103) (0.263)
Initial democ. score −0.014 0.006

(0.019) (0.031)
Initial avg. schooling −0.021 0.036

(0.030) (0.070)
Initial investment/GDP −0.001 0.006

(0.003) (0.006)
Fragmentation 0.152 1.044+

(0.208) (0.536)
N 117 114 93 62 94 73 113 40
R2 0.27 0.29 0.15 0.14 0.19 0.09 0.14 0.50

Notes: The dependent variable is an indicator for making an initial oil discovery since 1950, or since 1960 in columns 4, 6 and 8.
All covariates are measured at 1950, or at 1960 in columns 4, 6 and 8. All regressions include region fixed effects. White–Robust standard errors are reported.

+ Significant at 10%.
⁎ Significant at 5%.
⁎⁎ Significant at 1%.
⁎⁎⁎ Significant at .1%.

Table A2
Robustness checks.

Robustness, panel A

(1)
Reduced T group

(2)
Increased T group

(3)
Production lag omit

(4)
Event lag omit

(5)
Year FEs

Post 0.506⁎ 0.308⁎ 0.390⁎ 0.445⁎ 0.354⁎⁎

(0.206) (0.126) (0.177) (0.203) (0.131)
N 5900 6077 6112 6065 6765
R2 0.690 0.672 0.685 0.687 0.517

Robustness, panel B

(1)
PWT sample

(2)
Madd. with PWT sample

(3)
Non-PPP GDP

(4)
Madd. with WDI sample

Post 0.301 0.245 0.319+ 0.307+

(0.196) (0.178) (0.183) (0.168)
N 5353 5353 4375 4375
R2 0.668 0.719 0.648 0.688

Notes: The dependent variable is the natural log of real GDP/capita. All regressions include country and region-year fixed effects. Robust standard errors clustered at the country level are
reported in parenthesis.

+ Significant at 10%.
⁎ Significant at 5%.
⁎⁎ Significant at 1%.

⁎⁎⁎ Significant at .1%.
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Fig. A2. Event studies, GDP growth rates.
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Table A4
Event study: education.

(1)
All countries

Exploitation year − 6–10 0.14
(0.16)

Exploitation year − 1–5 0.13
(0.21)

Exploitation year + 0–4 0.27
(0.26)

Exploitation year + 5–9 0.40
(0.33)

Exploitation year + 10–14 0.71+

(0.42)
Exploitation year + 15–19 1.02⁎

(0.50)
Exploitation year + 20–24 1.12⁎

(0.56)
N 993
R2 0.888

Notes: The dependent variable is the natural log of average years schooling.
The omitted category is 1–3 years before exploitation or never experiencing
an exploitation event. All regressions include country and region-year fixed
effects. Robust standard errors clustered at the country level are reported in
parenthesis.

+ Significant at 10%.
⁎ Significant at 5%.

⁎⁎ Significant at 1%.
⁎⁎⁎ Significant at .1%.

Table A3
Event study: GDP proximate causes.

(1)
Capital

(2)
TFP

(3)
Labor Force

Exploitation year − 7–9 −0.141 0.070 0.010
(0.142) (0.055) (0.012)

Exploitation year − 4–6 −0.082 0.042 0.011
(0.079) (0.052) (0.011)

Exploitation year + 0–2 0.225+ 0.030 0.018
(0.127) (0.056) (0.017)

Exploitation year + 3–5 0.406⁎ 0.095 0.031+

(0.179) (0.070) (0.017)
Exploitation year + 6–8 0.502⁎ 0.210⁎ 0.033⁎⁎

(0.239) (0.082) (0.011)
Exploitation year + 9–11 0.433⁎ 0.270⁎ 0.041⁎⁎

(0.214) (0.114) (0.013)
Exploitation year + 12–14 0.476⁎ 0.340⁎ 0.051⁎⁎

(0.227) (0.141) (0.016)
Exploitation year + 15–17 0.539⁎ 0.335⁎ 0.075⁎⁎⁎

(0.232) (0.146) (0.019)
Exploitation year + 18–20 0.581⁎ 0.361⁎ 0.108⁎⁎⁎

(0.268) (0.156) (0.028)
Exploitation year + 21–23 0.554+ 0.358⁎ 0.108⁎⁎

(0.301) (0.148) (0.036)
Exploitation year + 24–26 0.565+ 0.351⁎ 0.117⁎⁎

(0.318) (0.158) (0.040)
N 2766 2786 3261
R2 0.829 0.210 0.927

Notes: The dependent variable is the natural log of the outcome given in the column header. The omitted category is 1–3 years before exploitation or never
experiencing an exploitation event. All regressions include country and region-year fixed effects. Robust standard errors clustered at the country level are
reported in parenthesis.

+ Significant at 10%.
⁎ Significant at 5%.
⁎⁎ Significant at 1%.
⁎⁎⁎ Significant at .1%.
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Appendix B. Additional data sources

Oil discovery dates were found using the 2007 and 1994 editions
of the Oil and Gas Journal Data Book, which lists all oil fields
along with their discovery dates for each country. The discovery
date used in this paper is the earliest given field discovery date.
However, this method is not 100% reliable, as when comparing
these dates with the UN production data, some countries (three
from the treatment group) begin producing oil before the initial
discovery. The most likely reason is that fields that have been shut
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down do not appear in the Oil and Gas Journal. It is also possible
that especially small fields do not appear, since in all such cases,
the amount produced is trivial until sometime after the first listed
field is discovered. I have attempted to confirm discovery dates for
each country in my treatment group with external sources, and
just two adjustments have been made from the method described
above.30

Data on TFP and capital stock are drawn from the UNWorld Produc-
tivity Database, which provides data for a global sample of countries
going back to 1960. Labor Force data comes from Penn World
Tables 6.1 (which is also used to construct the World Productivity
Database).

Education data is drawn from the Barro and Lee (2013) data set,
which is a balanced panel of 145 countries, with data on several educa-
tional attainment variables measured every fifth year from 1950–2010.
The variable of interest in this study is average years of schooling.

The degree of democracy comes from the Polity IV index, a
simple measure that ranges from 0 (hereditary monarchy) to 10
(consolidated democracy) with varying coverage for all countries from
1800–2009.

Ethnic fragmentation is drawn from the data set compiled by Alesina
et al. (2003). Their formula for fragmentation is a Herfindahl index,
which ranges from zero (completely homogeneous) to 1 (every citizen
is a different ethnic group).

Infant Mortality data comes from the United NationsWorld Popula-
tion Prospects, 2010 Revision.

Appendix C. List of sample countries by region

Treatment countries are in bold.

East Asia
Cambodia, China, Hong Kong, Indonesia, Japan, Korea, Republic of,

Laos, Malaysia, Mongolia, Philippines, Singapore, Taiwan, Thailand,
Vietnam.
30 In the United Kingdom, North sea oil was not discovered until 1970. A negligible
amount of inland oil was produced before that, but since the North Sea bonanzawaswhat
made the UK a relevant producer, 1970 is amore appropriate date. Similarly, Ecuador pro-
duced a negligible amount until a major discovery in 1967 made it a major producer. See
Appendix Fig. A1 for illustrations of these two cases. Additionally, I adjusted the first non-
zero production year in Algeria to 1958, even though the UN production data has Algeria
producing trivial amounts of oil before then, before surging up in 1958. The oil history
book “The Prize” pinpoints the discovery date as 1956, which is consistent with the Oil
and Gas Journal.
Eastern Europe
Albania, Bulgaria, Czech Republic, Hungary, Poland.

Latin America and the Caribbean
Costa Rica, Cuba, Dominican Republic, Ecuador, El Salvador,

Guatemala, Honduras, Jamaica, Nicaragua, Panama, Paraguay, Puerto
Rico, Uruguay.

Middle East and North Africa
Algeria, Djibouti, Egypt, Israel, Jordan, Lebanon, Libya, Morocco,

Oman, Syria, Tunisia, Turkey, Yemen.

Northern Europe
Belgium,Denmark, Finland, France, Germany, Ireland,Netherlands,

New Zealand, Norway, Sweden, Switzerland, United Kingdom.

Southern Europe
Greece, Italy, Portugal, Spain.

South Asia
Afghanistan, Bangladesh, India, Nepal, Pakistan, Sri Lanka.

Sub-Saharan Africa
Benin, Botswana, Burkina Faso, Burundi, Cameroon, Cape Verde,

Central African Republic, Chad, Republic of Congo, Cote d'Ivoire,
Equatorial Guinea, Gabon, Gambia, Ghana, Guinea, Kenya, Lesotho,
Liberia, Madagascar, Malawi, Mali, Mauritania, Mauritius, Mozambique,
Namibia, Niger, Nigeria, Rwanda, Senegal, Somalia, Sudan, Swaziland,
Tanzania, Togo, Uganda, Zambia, Zimbabwe.

Countries dropped for being resource rich before sample period
Angola, Argentina, Australia, Austria, Bahrain, Bolivia, Brazil, Brunei,

Canada, Chile, Colombia, Dem. Rep. of Congo, Iran, Iraq, Kuwait, Mexico,
Papua New Guinea, Peru, Qatar, Romania, Saudi Arabia, Sierra Leone,
South Africa, Suriname, Trinidad & Tobago, United States, Venezuela.



Appendix D. Synthetic control GDP/capita results
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Nigeria
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Appendix E. Synthetic control weights by country

The following tables show theweights given to each control country
in the synthetic control analysis. These are not the same weights
assigned for other outcomes analyzed with synthetic controls.
Algeria

Egypt
 0.483

Israel
 0.096

Jordan
 0.29

Tunisia
 0.13
Botswana

Burundi
 0.277

Malawi
 0.354

Rwanda
 0.369
Denmark

Belgium
 0.074

France
 0.563

Sweden
 0.25

Switzerland
 0.113
Ecuador

Cuba
 0.347

Dominican Republic
 0.035

Guatemala
 0.489

Nicaragua
 0.008

Uruguay
 0.121
Equatorial Guinea

Gambia
 0.144

Lesotho
 0.474

Liberia
 0.048

Mauritania
 0.071

Mauritius
 0.025

Swaziland
 0.237
Libya

Egypt
 0.652

Jordan
 0.348
Malaysia

Hong Kong
 0.16

Indonesia
 0.509

Philippines
 0.216

Singapore
 0.022

Thailand
 0.091
Netherlands

Belgium
 0.637

Germany
 0.094

Sweden
 0.166

Switzerland
 0.103
Nigeria

Chad
 0.83

Mauritius
 0.012

Namibia
 0.086

Sudan
 0.072
Norway

Ireland
 0.401

Sweden
 0.599
New Zealand

Ireland
 0.282

Sweden
 0.589

Switzerland
 0.129
Oman

Egypt
 1
Rep. of Congo

Liberia
 0.779

Mozambique
 0.114

Namibia
 0.1

Swaziland
 0.006
Syria

Djibouti
 0.4

Israel
 0.362

Lebanon
 0.238
United Kingdom

Ireland
 0.526

Switzerland
 0.474
Yemen

Djibouti
 0.419

Egypt
 0.175

Lebanon
 0.152

Tunisia
 0.254
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